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A theoretical examination is made of the limitations on microdensitometry of X-ray diffraction 
photographs by optical means. It  is shown that  only small ranges of density can be included in 
the field of view of the microscope at any instant if a satisfactory overall accuracy is to be achieved. 
A consequence of this is that powder lines and diffraction spots on Weissenberg photographs should 
be larger than usual. Methods are given for estimating the errors in any given set of experimental 
conditions. The geometrical conditions which must be satisfied in scanning a diffraction spot along 
a zigzag path are investigated. 

1. I n t r o d u c t i o n  

The s tudy  of X-ray  f i lms is somewhat easier t han  
the s tudy  of f i lms darkened by  exposure to light. When  
X-rays  blacken a f i lm there is a simple l inear relat ion 
between the quan t i ty  D, called the density,  and the 
total  number  of X-ray  quanta  which have produced 
the density.  The total  number  of quanta  incident  on 
the f i lm is proportional  to the product of the in tens i ty  
of the X-ray  beam and the t ime during which it  falls 
on the film. The product  is thus proportional  to D. 
Now D is defined in the following way. We suppose a 
l ight  beam of in tens i ty  I0 to be incident  on a darkened 
f i lm and the in tens i ty  of the t ransmi t ted  beam to be I. 
Then D is given by  the equat ion 

D = log10 (lo/1) . (1) 

Thus the X-ray  in tens i ty  is related in a logari thmic 
way to the in tens i ty  of the l ight  t r ansmi t t ed  through 
the film. If we plot I against  D (Fig. 1) then  we obtain 
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Fig. 1. Diagram showing the logarithmic variation of the 
intensity, I, of the light transmitted through a film as 
a function of the darkening D. 

a curve A B  as shown between the D-values 0-1. If  the 
/ -va lue  be mul t ip l ied  by  10 we obta in  the same curve, 
CD, between D-values 1-2 and, if we mul t ip ly  ID by  

100, again the same curve EF between D-values 2-3. 
The curvature  of AB, CD, EF makes it  impossible 
to carry out accurate measurements  of D when the 
blackening of the i l lumina ted  area is not uniform all 
over. X-ray  f i lms have re la t ively  large grains of silver 
which are clearly visible with a pocket lens. For this  
reason it  is not worth while to examine an area less 
t han  0.1 x 0.1 ram. (The result  of examining a smaller  
area is tha t  the number  of grains in the field of view 
varies considerably even over an  area which has been 
uniformly exposed to X-rays. In  other words, what  is 
gained in resolution, in narrowing down the area 
examined,  is lost in reproducibil i ty.)  To i l lustrate  the 
point  under  discussion we shall  suppose the i l lumina ted  
area varies uni formly in densi ty  from one side to the 
other. We shall  determine the inaccuracy which the 
formula (1) indicates will  be present, irrespective of the 
accuracy of the measuring ins t rument .  If  A B  were a 
s t raight  line the average in tens i ty  of the l ight passing 
through the i l lumina ted  area would be l inear ly  related 
to the average density.  Because A B  is curved this is 
not the case. If  the densi ty  var ia t ion across the field 
of view is small  then  the average in tens i ty  of the 
t r ansmi t t ed  l ight  will  be near ly  given by  the average 
density.  For a large var ia t ion  of dens i ty  much  inac- 
curacy is introduced by making  this  assumption.  Let  
us now see how the  inaccuracy rises wi th  increase in 
the ranges of densi ty  included in the f ield of view. I t  is 
shown in the Appendix  tha t  if the densi ty  varies 
un i formly  across a rectangular  field of view from DI on 

one side to D2 on the other, that  the average densi ty,  
D' ,  calculated from the amount  of l ight  passing through 
the film, is given by  

VD,.-_D, ] 
D' = log10 [ 0-4343 antilog ( - D 1 ) - a n t i l o g  ( - D 2 )  " 

(2) 

The t rue average dens i ty  is d e a r l y  (DI+Dz)/2. 
By the use of formula (2) the da ta  given in Table  1 
have been calculated. 
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Table 1. Percentage error caused by a uniformly 
varying density in the field of view 

Percen tage  error  in the  
R a n g e  of dens i ty  de te rmina t ion  of the  

in the  field of v iew average  dens i ty  

0 .0--0 .1  1.6 
0 .0 - -0 .2  3.1 
0 .0 - -0 .5  9.2 
0.0--  1.0 18 
0 . 0 - 2 . 0  33 
0.0 - 3.0 44 

The observed density is always too small because the 
effect of the light parts of the film outweighs the 
contribution of the dark parts. 

If the light side of the area seen in the microscope 
is of density greater than 0.0 all these percentage 
errors are reduced. From the logarithmic form of the 
variation of I with D the difference between the ob- 
served average density and the true value will always 
be the same for a given range of density. Thus between 
densities 1.0 and 1.5 the absolute error is the same as 
between 0.0 and 0.5. The percentage error is therefore 
inversely proportional to the true average density. 

I t  is usual to aim at an overall accuracy of 5% in 
microdensitometer measurements. A higher accuracy 
than this is difficult to achieve because of variations in 
the sensitivity of the photographic film and in the 
development processes. If an accuracy of 5% is to be 
attained, errors due to the cause we have been dis- 
cussing must be kept down to about 1%. The range 
of density which is consistent with this requirement is 
given in Table 2. 

Table 2. Range of density as a function of m e a n  

density which gives a fixed error 
R a n g e  of Mean dens i ty  for which 

included dens i ty  the  error  is 

1% 2 %  

0.1 0"09 
0.2 0.31 0.155 
0.3 0.85 0.43 
0.4 1.46 0.73 
0.5 2.3 1.15 
1.0 9.0 4.5 

2. The  integrated intensity  of a l ine 

In measuring the integrated intensity of a line it is 
usual to make the film pass at a uniform speed under 
the scanning light spot and to record at each instant 
the density of the film. As already stated, it is not in 
general useful to employ a light beam which produces 
on the film an illuminated area narrower than 0.1 ram. 
(The length of the illuminated area is determined by 
the angular divergence permitted to the rays entering 
the objective, by the optical stops along the train of 
lenses and by prisms leading to the photocell.) In all 
that  follows the aperture will be assumed to be 0.1 mm 
wide. At each setting of the line under the objective 

the microdensitometer registers an apparent optical 

density D' and the integral I D'dx over the line is the 

measured integrated density. The true integrated 

density is l Ddx and this differs from l D'dx by a n  

amount which depends on the maximum density and 
on the width of the line. X-ray powder lines differ in 
profile, even on a given film, and to obtain some idea 
of the importance of this influence two profiles have 
been assumed. The first is rectangular and the second 
is in the form of an isosceles triangle. The background 
density has been taken as zero throughout. The effect 
of different widths of line has been studied by taking 
three profiles of width 0.5, 1.0 and 2.0 mm respectively. 
The curve showing the variation of apparent density 
with distance across the line has been plotted and the 
area under this curve taken as proportional to the 
integrated density. Table 3 gives the results of these 
calculations. 

Table 3. Errors in integrated density determined 
by scanning across a powder line of maximum 

density 2.0, with an aperture 0-1 mm wide 

% Er ro r  in in tegra ted  dens i ty  
^ 

R e c t a n g u l a r  Tr iangular  
W i d t h  of line profile profile 

0-5 m m  11.0 4-2 
1.0 5.5 1-9 
2.0 2.8 0.34 

It  will be seen that  this error, even in the favourable 
case of a triangular profile, is nearly 2% for a line of 
width 1 mm and increases as the width is decreased. 
If the maximum density is increased the line-width 
must be proportionately increased in order to keep 
the percentage error the same. Thus for lines of width 
0.5 mm the maximum density should not exceed about 
0.6 whereas if the maximum density is 4.0 the line 
width should not be less than 3.0 mm. 

3. The  integrated intensi ty  of a spot  

A measure of the integrated intensity of a spot may 
be obtained by moving the film under the scanning 
light beam at a uniform velocity in such a way that  
all parts of the spot are sampled. (Wooster & Fasham, 
1958). The path of the light beam across the spot may 
be zigzag or it may be along parallel equidistant lines 
or it could be arranged to be spiral in form. It  will 
make no significant difference to the measured values 
of the integrated density which of the possible kinds 
of scanning is adopted provided that  the same type of 
scan is used for all the spots to be compared. The 
limiting case is that  in which every point within the 
spot is given an equal chance of contributing to the 
integrated density. This integrated value IA may be 
expressed as 

= II  Dxydxdy (3) IA 
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where Dxy is the dens i ty  at  a point  having coordinates 
x y, and  the  double in tegrat ion is performed over the 
whole area covered by  the spot. The size of the 
i l l umina ted  area on the f i lm will  be assumed to be 
0.1 × 0.1 m m  for a square spot and a circle of diameter  
0.1 m m  for a round spot. A drawing is made giving a 
project ion of the densi ty  contours wi th in  the spot. 
These contours are chosen wi th  an  in terval  of 0.1 in 
densi ty.  F rom Table 1 i t  m a y  be seen tha t  over the 
range 0-0.1 in  densi ty  the error in assuming tha t  the 
in t ens i ty  of the t r ansmi t t ed  l ight  is proportional to 
the  mean  dens i ty  is 1.6%. Over the range 0.1-0.2 the 
error is 0.5% and this  error diminishes as the mean  
densi ty  increases. The contr ibut ion to the integrated 
dens i ty  of the 0-0.1 range is always small  and the 
mean  error due to using the contours wi th  intervals  
of 0.1 is less t han  1%. If wi th in  the i l lumina ted  area 
the dens i ty  contours at  any  ins tan t  are of areas 
al, a2 • • • an and the corresponding mean  densit ies are 
D1, D2 • • " Dn, then  the in tens i ty  of l ight  In t ransmit-  
ted  through the region of densi ty  Dn is 

In = FanlO -Dn 

where F is the amount  of l ight  incident  per uni t  area. 
The amount  of l ight  t r ansmi t t ed  through the whole 
spot is given by  

~,Indn = FZan antilog ( - D n ) .  

The amount  of l ight  incident  on the i l lumina ted  area 
is F A  where A is the area i l luminated.  Thus the ap- 
parent  densi ty  D ~  is given by 

D,,y = log10 FZan antilog ( - D n )  " (4) 

The integrated densi ty  measured over the whole spot 
is denoted by  I~ where 

' l i '  I x = Dxydxdy. (5) 

The object of our present s tudy  is to f ind the percentage 
difference between IA and IA. 

3.1. A spot having a density distribution corresponding 
to a square prism 
The first  densi ty  dis t r ibut ion assumed is tha t  of a 

square prism, having a background of density 0.0 
and a uniform dens i ty  of 2.0 over the area of the spot. 
Three  sizes of spot are considered of side 0.5, 1.0 and  
2-0 m m  respectively. The i l lumina ted  area is assumed 
to be a square 0.1 × 0.1 m m  having its sides paral lel  
to the sides of the spot examined.  By  the use of 
equat ion (2) contours for values of D ~  equal  to 0.0, 
0.1, etc. were drawn in and the areas between each pair  
of contours determined.  The product of the area 
between two consecutive contours and  the mean  value 
of the dens i ty  over this  area was evaluated and the 
sum of al l  such products for neighbouring pairs of 

products was t aken  as I~. The difference between IA 
and 1~ is given in Table 4. 

Table 4. The percentage error in the measured 
integrated density for a square spot of uniform 

density 2.0 

Length  of side % Er ro r  
of spot in IA 

0"5 m m  20"4 
1.0 10"8 
2.0 5.5 

3.2. A circular spot having a Gaussian distribution of 
density 

A spot of uniform densi ty  which descends sharply  to 
zero at  the edges is not  met  wi th  in  practice and to 
approach more near ly  to actual  dis t r ibut ions it  is 
assumed tha t  the spot has a radial  d is t r ibut ion 
corresponding to an  error curve, i.e. the  in tens i ty  at a 
dis tance x from the centre is given by  G exp ( - a x  2) 
where G is 2.0 and corresponds to a peak dens i ty  of 
2.0 at  the centre of the spot and a is a constant  
defining the d iameter  of the spot. To cover the range 
of sizes encountered on usual  Weissenberg and other 
photographs we assume tha t  the d iameter  at half- 
in tens i ty  is 0-25, 0.5 and 1-0 m m  respectively in  the  
three calculations. The dis t r ibut ion of t rue densi ty  
Dxy along a radius  is given by  the relat ion 
D x - - 2 . 2  exp (-axe').  At the foot the curve has  been 
made to descend to the base line at  a definite point  
instead of approaching i t  asymptot ica l ly  as would an 
error curve. This makes  the numerical  and graphical  

t 
determinat ion  of Dxy possible and i t  in no way  affects 
the value of the comparison wi th  actual  photographic 
spots. If  the horizontal  and  vert ical  coordinates of the  

p 
points along the Dxy and  Dzy curves are denoted x and  
z respectively, then  the volumes under  the true and  
apparent  densi ty  peaks are given by  

IDmax fD'max 
o ~x 2dz and ,.0 ~x 2dz. 

The value of x 2 is plot ted against  z and  the area under  
the curve is der termined.  If  A and  A'  are these areas 
the percentage errors l is ted in  Table  5 are given b y  
I O 0 ( A - A ' ) / A .  

Table 5. The percentage error in the measured integrated 
density for a circular spot having a Gaussian density 

distribution and a peak density of 2.0 

Diamete r  of spot 
a t  hal f -densi ty  % Er ror  

0-25 m m  4-4 
0.5 1-7 
1.0 0.2 

In order to ensure tha t  the error is not greater t h a n  
1% the diameter  at half  densi ty  mus t  not be less t han  
0.7 mm.  This means  tha t  the distance through the 
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centre of the spot from the background on one side to 
the background on the other side must be at least 
2 mm. If the actual spot has sharp edges so that  it 
approximates to the square spot considered above 
then its size must be still larger. 

4. The  g e o m e t r y  of scanning  

In the previous paragraphs the integrated density has 
been determined by summation over all points of the 
spot. In practice such a summation is never carried 
out. Instead a sampling technique is employed in 
which the scanning light beam moves relative to the 
film at a uniform rate along a zigzag path. The same 
motion is carried out over all spots on a photograph 
and we are only concerned with the relative values 
of their integrated densities. In the following analysis 
we shall suppose the zigzag path to be entirely con- 
tained within a square and to consist of lines of equal 
length, each successive line including with the preceding 
one an angle of 2q. The spot will be assumed circular 
and having the Gaussian distribution of density 
defined in paragraph 3.2. We assume that  the sides of 
the square are tangential to the spot on the circle of 
zero density. The integrated density so obtained 
depends on the precise starting point of the scan and 
the angle ~. The angle q must be chosen so that  the 
variation in the integrated density depends on the 
starting point to less than some chosen figure, say 1%. 
This angle then determines the relative speeds of 
movement in the two perpendicular directions. The 
fast direction of movement (backwards and forwards) 
will be called Y and the slow movement (always in 
one direction) will be denoted X. On a projection of 
the spot, showing contours of equal density with 
intervals of 0.1 between consecutive contours, lines 
are drawn corresponding to the zigzag path. The 
densities along these paths are plotted and the area 
under each determined. The sum of all such areas gives 
the integrated density corresponding to what is usually 
measured. The spot is now moved relative to the 
zigzag lines and the analysis repeated. In this way the 
variation of the measured density with the starting 
point of the scan is determined. At a value of ~ = 5 ° the 
integrated density begins to depend on the starting 
point of the scan. The difference between the maximum 
and the minimum integrated density rises uniformly 
from 5 ° to 15 °, being about 1% at a ~9 value of 10 °. 
(Wooster & Fasham (1958) found an angle of 5 ° to 
be satisfactory in practice.) This implies that  the speed 
of traverse in the Y direction should be at least six 
times as great as that  in the X direction. This result 
assumes a circular spot and it is necessary to consider 
how this conclusion is affected by the change in shape 
and size of spots over a diffraction photograph. 

Provided that  the area scanned entirely contains 
the largest spot no error will be caused by a change in 
size of the spot. This may be seen from the fact that  a 
spot of large size may be regarded as due to the super- 

position of a number of smaller ones for each of which 
the above analysis is true. 

The profile of the spot becomes important only if 
the gradient of density becomes greater than a value 
which is set by the accuracy required. Provided the 
density at the centre of the spot is not greater than 
two units above the background and provided that  the 
spot is least 2 mm across and has no sudden variations 
of density the inaccuracy due to the profile will not 
exceed 1%. 

5. Conclus ion 

It  must be emphasized that  all the above considera- 
tions apply equally to every form of optical micro- 
densitometer. A variation in resolution can be had by 
using a fine grain film but only at the expense of longer 
exposures. A flying spot microdensitometer is subject 
to the limitations discussed here just as much as an 
instrument provided with a mechanical scanning 
device. The most commonly used microdensitometer 
is the human eye but unfortunately this can be 
deceived by gradients of density and it is difficult to 
estimate what accuracy can be obtained by visual 
comparisons. 

A general conclusion arising from this paper is that  
diffraction spots are usually too small for accurate 
work. They can be made larger by using an X-ray 
beam which converges on the crystal. This requires a 
collimator which permits rays from a larger area of the 
focal spot to reach the film than is usual, i.e. the 
aperture near the X-ray tube must be large and the 
aperture near the crystal smaller. This arrangement 
lessens the exposure time. 

Generally speaking both for powder film, Weissen- 
berg, and precession photographs the requirements 
for position measurement and for intensity measure- 
ment are opposite. The former requires sharp lines or 
spots and the latter broad lines or spots. 

A P P E N D I X  

Calculat ion of the error caused by variat ion of the 
densi ty  over the field of v iew 

In order to simplify the analysis the following assump- 
tions are made. The field of view of the objective lens 
of the microdensitometer is supposed rectangular 
having sides a and b respectively. Along any given 
line parallel to the side b the density is taken to be 
uniform and along all lines parallel to a the density 
varies uniformly from D1 at one end to D2 at the other. 
At a distance x from the light end the density is Dx. 

The incident light is of intensity I0 per unit area and 
the light emerging from a small area at a distance x 
from the light end has an intensity Ix per unit area. 
Through an area bounded by a line of length b parallel 
to one edge of the field of view and another perpendi- 
cular line of length dx, there emerges light of intensity 
dIx where, 
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dIx = bdxI~ .  

The total  amount  of l ight  t r ansmi t t ed  through the 
whole field of view is thus equal  to lab where 

ID2 fD2 
lab = dlx = b I~dx .  

Dx D1 

Now, by  defini t ion of D~ 

or 
Hence, 

D~ = logl0 (Io/I~) 

Ix = I010 -D~. 

S 
D2 

lab = blo lO-Dxdx. 
2)1 

We have assumed tha t  Dx varies uni formly across the 
area, i.e. 

(D2-D1)x  
D~ = Di + 

a 

and 

Hence, 
d D x  = 

( D~ - D1) dx 

ablo I D~ l O-1)x dDx Iab - Dg - D1 m 

ab Io 1 
= D2 - D 1  "loge 10 [10-1)1-10-1)2] 

ab Io 
= D~ -D----~ "0"4343 [antilog ( -D~)  - antilog ( -D~)] .  

The average densi ty  measured by  the microdensito- 
meter  is D '  where 

D '  = log10 (lo/1) 

= log10 [0.4343 D 2 - D 1  -Dg) ] ]  " [antilog ( - D 1 )  - antilog ( 

The true average densi ty  is (Dl+D2)/2 and we 
require the ratio D'2/(D1 + De). 

We shall  pu t  D I =  0 when this ratio becomes 

log~0 [0.4343 [ 1 -  D~ 
] 

antilog ( -- D2) ]j " 

From this  equat ion the da ta  given in Tables 1 and 2 
have been derived. 
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The structures of low and high albites determined by Ferguson, Traill & Taylor (1958) have been 
reinvestigated at - 1 8 0  °C, particular attention being paid to the anisotropic peaks found at the 
sites of the sodium atoms at room temperature. Refinement of the structures has been conducted 
by means of (Fo--Fc) projections parallel to the [001] and [100] axes. The peaks found to be 
anisotropic at room temperature remain anisotropie at the lower temperature, the effect being 
more pronounced in high albite than in low. No observable change in the ellipticity of the sodium 
peaks occurs when the temperature is reduced. The structures of the minerals are discussed on the 
basis of theories of disorder in feldspar structures. 

Introduction 
The structures of low and  high albi tes de termined by  
Ferguson, Trai l l  & Taylor (1958) showed an unusual  
feature which has since been the subject  of much 
discussion, namely  a marked  anisotropy of the 
electron-density dis t r ibut ion at  the site of the sodium 
atom. The effect was much more conspicuous in high 
albi te  t han  in  low. I t  was to elucidate this  feature 
tha t  the present  low-temperature  s tudy  was under- 

* Present address: Dominion Laboratory, Department of 
Scientific and Industrial Research, Wellington, New Zealand. 

taken. For practical reasons, it could only be two- 
dimensional ;  this, however, allowed convenient com- 
parison wi th  the work of Ferguson, Trai l l  & Taylor.  

The diff icul ty of dis t inguishing between the rmal  
v ibra t ion  ampl i tudes  and  disorder as a cause of 
broadening in electron-densi ty peaks has long been 
recognized. In  both cases, the observed d is t r ibut ion  
represents an average over a large number  of un i t  
cells, or subcells, in which the atom occupies a n u m b e r  
of different  positions. Thermal  ampl i tudes  are de- 
scribed by  the use of a Gaussian tempera ture  factor;  
disorder effects, when each atom is more or less 


